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Hello

• Second year PhD at Imperial College London

• I work on a wide variety of topics in ML/Probabilistic Inference:

q Energy-based modelling

q Explainability

q Representation Learning

q Generative Models

q …

• Today, I gonna talk about my recent research on training EBMs
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Energy-based Models

𝑝! 𝑥 =
1

𝑍(𝜃)
exp[−𝐸(𝑥; 𝜃)]

energy function

normalising constant /
partition function

𝑍(𝜃) = ∫ exp −𝐸 𝑥; 𝜃 𝑑𝑥
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Energy-based Models

Examples: Gaussian (continuous)
Ø 𝐸 𝑥; 𝜃 = !

"#!
𝑥 − 𝜇 "

Ø 𝜃 = 𝜇, 𝜎"

Ø 𝑍(𝜃) = 2𝜋𝜎"
Ø 𝑥 ∈ ℝ$"

𝑝! 𝑥 =
1

𝑍(𝜃)
exp[−𝐸(𝑥; 𝜃)]

energy function

normalising constant /
partition function

𝑍(𝜃) = ∫ exp −𝐸 𝑥; 𝜃 𝑑𝑥



Examples: Restricted Boltzmann Machine  (discrete)
Ø −𝐸 𝑥; 𝜃 = 𝑏%&𝑥 + 𝑏'&ℎ + 𝑥&𝑊ℎ
Ø 𝜃 = 𝑏%&, 𝑏'&,𝑊
Ø 𝑍 = ∑%,' exp[𝑏%&𝑥 + 𝑏'&ℎ + 𝑥&𝑊ℎ ]
Ø 𝑥 ∈ 0,1 $" , ℎ ∈ 0,1 $#
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Energy-based Models

𝑝! 𝑥 =
1

𝑍(𝜃)
exp[−𝐸(𝑥; 𝜃)]

energy function

normalising constant /
partition function

𝑍(𝜃) = ∫ exp −𝐸 𝑥; 𝜃 𝑑𝑥
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Training EBMs

𝜃∗ = argmax
!
𝔼#!"#"(%)[−𝐸 𝑥; 𝜃 − log 𝑍(𝜃)]	

Maximum Likelihood Estimation of 𝜃:

−∇)𝐸*$%&%(%) log 𝑝) 𝑥 = 𝔼*$%&%(%) ∇)𝐸(𝑥; 𝜃) − 𝔼*' % [∇)𝐸(𝑥; 𝜃)]

increase energy around samplesdecrease energy around data
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Training EBMs

𝜃∗ = argmax
!
𝔼#!"#"(%)[−𝐸 𝑥; 𝜃 − log 𝑍(𝜃)]	

Maximum Likelihood Estimation of 𝜃:

−∇)𝐸*$%&%(%) log 𝑝) 𝑥 = 𝔼*$%&%(%) ∇)𝐸(𝑥; 𝜃) − 𝔼*' % [∇)𝐸(𝑥; 𝜃)]

increase energy around samplesdecrease energy around data

Examples: Restricted Boltzmann Machine

Ø −𝐸 𝑥; 𝜃 = 𝑏%&𝑥 + 𝑏'&ℎ + 𝑥&𝑊ℎ
Ø −∇)𝐸*$%&%(%) log 𝑝) 𝑥 =

𝐸*$%&% % *'('|%) ∇)𝐸(𝑥, ℎ; 𝜃) −	𝐸*' %,' [∇)𝐸(𝑥, ℎ; 𝜃)]
sample ℎ conditioned on data simulate ℎ, 𝑥 ∼ 𝑝!(𝑥, ℎ)
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Training EBMs
Maximum Likelihood Estimation of 𝜃:

−∇)𝔼*$%&%(%) log 𝑝) 𝑥 = 𝔼*$%&%(%) ∇)𝐸(𝑥; 𝜃) − 𝔼*' % [∇)𝐸(𝑥; 𝜃)]

Simulate 𝑥 ∼ 𝑝) 𝑥  with Langevin dynamics

𝑥23! = 𝑥2 − 𝜂∇%𝐸 𝑥; 𝜃 + 2𝜂𝜖, 	𝜖 ∼ 𝑁(0, 𝐼)

𝜂 → 0, 𝑥2→5 ∼ 𝑝)(𝑥)

Hinton, Geoffrey E. Training products of experts by minimizing contrastive divergence. Neural Computing, 2002.
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Training EBMs
Maximum Likelihood Estimation of 𝜃:

−∇)𝔼*$%&%(%) log 𝑝) 𝑥 = 𝔼*$%&%(%) ∇)𝐸(𝑥; 𝜃) − 𝔼*' % [∇)𝐸(𝑥; 𝜃)]

Simulate 𝑥 ∼ 𝑝) 𝑥  with Langevin dynamics

𝑥23! = 𝑥2 − 𝜂∇%𝐸 𝑥; 𝜃 + 2𝜂𝜖, 	𝜖 ∼ 𝑁(0, 𝐼)

𝜂 → 0, 𝑥2→5 ∼ 𝑝)(𝑥)

Simulating MCMC is time-consuming!!!
Hinton, Geoffrey E. Training products of experts by minimizing contrastive divergence. Neural Computing, 2002.
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Training EBMs
Minimising Fisher Divergence:

𝐹𝐷(𝑝6727, 𝑝)) = 𝔼*$%&%(%) ∇% log 𝑝6727 𝑥 − ∇% log 𝑝)(𝑥) "

This leads to the score-matching loss:

𝑆𝑀(𝑝6727, 𝑝)) = 𝔼*$%&%(%)
1
2
∇%𝐸)(𝑥) " − 𝑇𝑟(∇%"𝐸)(𝑥))

Intractable term

Hessian matrix

Hyvärinen et al. Estimation of non-normalized statistical models by score matching. JMLR, 2005.
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Training EBMs
Minimising Fisher Divergence:

𝐹𝐷(𝑝6727, 𝑝)) = 𝔼*$%&%(%) ∇% log 𝑝6727 𝑥 − ∇% log 𝑝)(𝑥) "

This leads to the score-matching loss:

𝑆𝑀(𝑝6727, 𝑝)) = 𝔼*$%&%(%)
1
2
∇%𝐸)(𝑥) " − 𝑇𝑟(∇%"𝐸)(𝑥))

MCMC-free, BUT require Second-Order Computation

Intractable term

Hessian matrix

Hyvärinen et al. Estimation of non-normalized statistical models by score matching. JMLR, 2005.
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In This Work
We propose Energy Discrepancy, a score-independent loss for training EBMs   

Given the contrastive potential induced by conditional density 𝑞(𝑦|𝑥) as

𝑈8 𝑦 ≔ − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

We define the energy discrepancy between 𝑝6727 and 𝑈 induced by 𝑞 as 

𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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In This Work
We propose Energy Discrepancy, a score-independent loss for training EBMs   

Given the contrastive potential induced by conditional density 𝑞(𝑦|𝑥) as

𝑈8 𝑦 ≔ − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

We define the energy discrepancy between 𝑝6727 and 𝑈 induced by 𝑞 as 

𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

Non-Parametric Estimation Results

𝑈∗ ≔ argmin
=

𝐸𝐷8 𝑝6727, 𝑈 	 ⇒ 	 𝑝6727 𝑥 ∝ exp(−𝑈∗ 𝑥 )

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Connections to Other Methods
Connection to the KL-Contraction Divergence

Denote the convolution operator as

𝒬𝑝 𝑦 ≔ ∑%∈𝒳 𝑞 𝑦 𝑥 𝑝(𝑥)

The KL-Contraction Divergence constructs a valid objective

𝐾𝐿𝐶𝒬 𝑝!, 𝑝" = 𝐾𝐿(𝑝!‖𝑝") − 𝐾𝐿(𝒬𝑝!‖𝒬𝑝")
𝐾𝐿𝐶𝒬 𝑝", 𝑝# ≥ 0 and = 0 iff 𝑝" = 𝑝#, 𝑎. 𝑒.

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Connections to Other Methods
Connection to the KL-Contraction Divergence

Denote the convolution operator as

𝒬𝑝 𝑦 ≔ ∑%∈𝒳 𝑞 𝑦 𝑥 𝑝(𝑥)

The KL-Contraction Divergence constructs a valid objective

𝐾𝐿𝐶𝒬 𝑝!, 𝑝" = 𝐾𝐿(𝑝!‖𝑝") − 𝐾𝐿(𝒬𝑝!‖𝒬𝑝")

Connections to Energy Discrepancy

argmin
=

𝐸𝐷8 𝑝6727, 𝑈 	 ⇔ argmin
=

𝐾𝐿𝐶𝒬 𝑝6727, 𝑝?@A , 𝑝?@A ∝ exp(−𝑈)

𝐾𝐿𝐶𝒬 𝑝", 𝑝# ≥ 0 and = 0 iff 𝑝" = 𝑝#, 𝑎. 𝑒.

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Connections to Other Methods
Connection to the Maximum Recovery Likelihood

Denote the posterior 𝑝?@A(𝑥|𝑦) as

𝑝?@A 𝑥 𝑦 ∝ exp −𝑈 𝑥 𝑞(𝑦|𝑥)

The Maximum Recovery Likelihood constructs a valid objective

𝑅𝐿8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝔼8 ;|% [log 𝑝?@A(𝑥|𝑦)]

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Connections to Other Methods
Connection to the Maximum Recovery Likelihood

Denote the posterior 𝑝?@A(𝑥|𝑦) as

𝑝?@A 𝑥 𝑦 ∝ exp −𝑈 𝑥 𝑞(𝑦|𝑥)

The Maximum Recovery Likelihood constructs a valid objective

𝑅𝐿8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝔼8 ;|% [log 𝑝?@A(𝑥|𝑦)]

Connections to Energy Discrepancy

argmin
=

𝐸𝐷8 𝑝6727, 𝑈 	 ⇔ argmin
=

−𝑅𝐿8 𝑝6727, 𝑈

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Connections to Other Methods
Connection to the Contrastive Divergence

Assume the conditional density 𝑞(𝑦|𝑥) satisfies the detailed balance

𝑞 𝑦 𝑥 exp −𝑈 𝑥 = 𝑞 𝑥 𝑦 exp −𝑈 𝑦

The Contrastive Divergence constructs a valid objective

𝐶𝐷 𝑝6727, 𝑈 = 𝔼*$%&%(%) 𝑈(𝑥) − 𝔼*()* % [𝑈(𝑥)]

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Connections to Other Methods
Connection to the Contrastive Divergence

Assume the conditional density 𝑞(𝑦|𝑥) satisfies the detailed balance

𝑞 𝑦 𝑥 exp −𝑈 𝑥 = 𝑞 𝑥 𝑦 exp −𝑈 𝑦

The Contrastive Divergence constructs a valid objective

𝐶𝐷 𝑝6727, 𝑈 = 𝔼*$%&%(%) 𝑈(𝑥) − 𝔼*()* % [𝑈(𝑥)]

Connections to Energy Discrepancy

argmin
=

𝐸𝐷8 𝑝6727, 𝑈 	 ⇔ argmin
=

−𝐶𝐷 𝑝6727, 𝑈

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Energy Discrepancy In Practice
𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

with the contrastive potential defined as

𝑈8 𝑦 = − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Energy Discrepancy In Practice
𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

with the contrastive potential defined as

𝑈8 𝑦 = − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

Estimating 𝑈8 with Importance Sampling

𝑈8 𝑦 = −𝔼B+(%)
8(;|%)
B+(%)

exp(−𝑈(𝑥))

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Energy Discrepancy In Practice
𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

with the contrastive potential defined as

𝑈8 𝑦 = − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

Estimating 𝑈8 with Importance Sampling

𝑈8 𝑦 = −𝔼B+(%)
8(;|%)
B+(%)

exp(−𝑈(𝑥))

A simple choice of 𝜌;(𝑥) is an uninformed proposal

𝜌; 𝑥 ≔ 8(;|%)
∑"∈𝒳 8(;|%)

𝜌$ 𝑥  is tractable for some perturbations, e.g., Gaussian, Bernoulli, etc.

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Continuous Energy Discrepancy
Let 𝑞2 be the density involved by the diffusion process

≔ 𝑆𝑀(𝑝", 𝑈#!)

The energy discrepancy is given by a multi-noise score matching loss

𝑑𝑥2 = 𝑎 𝑥2 𝑑𝑡 + 𝑑𝑤2

𝑝" 𝑦 ≔ ∫ 𝑞" 𝑦 𝑥 𝑝$%&% 𝑥 𝑑𝑥,  exp −𝑈#! 𝑦 ≔ ∫ 𝑞" 𝑦 𝑥 exp −𝑈 𝑥 𝑑𝑥

𝐸𝐷8& 𝑝6727, 𝑈 = ∫P
2𝔼*.(%.)[

!
" ∇%.𝑈8. 𝑥Q

"
− 𝑇𝑟(∇%"𝑈8. 𝑥Q )] 𝑑𝑠 + 𝑐𝑜𝑛𝑠𝑡

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Continuous Energy Discrepancy
Let 𝑞2 be the density involved by the diffusion process

≔ 𝑆𝑀(𝑝", 𝑈#!)

The energy discrepancy is given by a multi-noise score matching loss

𝐸𝐷8& 𝑝6727, 𝑈 + 𝔼*$%&% % log 𝑝?@A 𝑥 − 𝑐 𝑡 ≤ !
"2𝕎"

"(𝑝6727, 𝑝?@A)

If 𝑎 = 0, energy discrepancy converges to maximum likelihood if 𝑡 → +∞ 

𝑑𝑥2 = 𝑎 𝑥2 𝑑𝑡 + 𝑑𝑤2

𝑝" 𝑦 ≔ ∫ 𝑞" 𝑦 𝑥 𝑝$%&% 𝑥 𝑑𝑥,  exp −𝑈#! 𝑦 ≔ ∫ 𝑞" 𝑦 𝑥 exp −𝑈 𝑥 𝑑𝑥

𝐸𝐷8& 𝑝6727, 𝑈 = ∫P
2𝔼*.(%.)[

!
" ∇%.𝑈8. 𝑥Q

"
− 𝑇𝑟(∇%"𝑈8. 𝑥Q )] 𝑑𝑠 + 𝑐𝑜𝑛𝑠𝑡

𝕎(⋅,⋅) denotes the Wasserstein distance

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Continuous Energy Discrepancy
Connections to score matching and maximum likelihood

𝑝! 𝑥 = 𝜌𝑔" 𝑥 + 1 − 𝜌 𝑔#(𝑥)

Energy Discrepancy under different 𝑡

𝐸𝐷$%(𝑝!%&.#, log 𝑝!)

Score Matching

"
#
𝔼(&'(.*(*)[‖∇ log 𝑝!%&.#(𝑥) − ∇ log 𝑝! (𝑥)‖

#]

Maximum Likelihood

𝔼(&'(.*(*)[− log 𝑝!(𝑥)]

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Continuous Energy Discrepancy
Learning laten EBMs

Attribute Manipulate

Unconditional Generation

𝑝R,) 𝑥 ∝ ∫ 𝑝R 𝑥 𝑧 exp −E) z dz

𝑝R,) 𝑧|𝑥 ∝ 𝑝R 𝑥 𝑧 exp −E) z

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurIPS, 2023.
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Discrete Energy Discrepancy
𝑈8 𝑦 ≔ − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

Energy discrepancy is valid in discrete spaces 𝒳 ∈ 0,1 6

We can define 𝑞 𝑦 𝑥  as Bernoulli perturbation

𝑦 = 𝑥 + 𝜉 𝑚𝑜𝑑 2,	𝜉 ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 𝜖 6, 𝜖 ∈ (0,1)

Tobias, Ou, et al. Training Discrete EBMs with Energy Discrepancy. ICML Workshop SODS, 2023.



28

Discrete Energy Discrepancy
𝑈8 𝑦 ≔ − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

Energy discrepancy is valid in discrete spaces 𝒳 ∈ 0,1 6

Applications: training Ising models

Ground Truth Learned Pattern

Tobias, Ou, et al. Training Discrete EBMs with Energy Discrepancy. ICML Workshop SODS, 2023.
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Discrete Energy Discrepancy
𝑈8 𝑦 ≔ − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

Energy discrepancy is valid in discrete spaces 𝒳 ∈ 0,1 6

Applications: density estimation

Tobias, Ou, et al. Training Discrete EBMs with Energy Discrepancy. ICML Workshop SODS, 2023.
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Discrete Energy Discrepancy
𝑈8 𝑦 ≔ − log∑%∈𝒳 𝑞 𝑦 𝑥 exp(−𝑈(𝑥))

𝐸𝐷8 𝑝6727, 𝑈 = 𝔼*$%&% % 𝑈 𝑥 − 𝔼*$%&% % 𝔼8 ;|% [𝑈8(𝑦)]

Energy discrepancy is valid in discrete spaces 𝒳 ∈ 0,1 6

Applications: ego-graph generation

Training Data Generated Data

Tobias, Ou, et al. Training Discrete EBMs with Energy Discrepancy. ICML Workshop SODS, 2023.
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Thank you!

Thanks to my awesome collaborators:

Jen Ning Lim Yingzhen Li Sebastian VollmerTobias Schröder Andrew Duncan

Questions? Ask now, or email:
z.ou22@imperial.ac.uk

z.ou22@imperial.ac.uk

