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Hello

e Second year PhD at Imperial College London
* | work on a wide variety of topics in ML/Probabilistic Inference:
1 Energy-based modelling
d Explainability
(] Representation Learning
] Generative Models

d..

* Today, | gonna talk about my recent research on training EBMs
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Energy-based Models

energy function

exp|—E(x; 0)]

po(x) = 7(6)

normalising constant /
partition function

7(0) = | exp[—E(x;0)]dx

Examples: Restricted Boltzmann Machine (discrete)
> —E(x;0) = bIx + blh + x"TWh
> 6 ={bl, b}, W}
> 7 =Y, nexp[blx + bih+x"TWh]
> x € {0,1}Px, h € {0,1}Pn




Training EBMs

Maximum Likelihood Estimation of @:
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Training EBMs

Maximum Likelihood Estimation of @:

0" = arg max E,, ..col—E(x;0)—logZ(0)]

~V6Epara(0)[108P0 ()] = By () Vo E (3 0)] = Epp [V E (x; 0]

decrease energy around data increase energy around samples

Examples: Restricted Boltzmann Machine
> —E(x;0) =bIx+blh+xTWh

> —VoE,, . ollogpe(x)] =
Epaataperin) Vo E (X )] = Eppny [VoE (x, h; 0)]

sample h conditioned on data simulate h,x ~ pg(x, h) 7



Training EBMs

Maximum Likelihood Estimation of @:

“V6Epyara (0108 D0 ()] = Epy, 00 [VoE (6 )] = Epg [V E (x; 0]

Simulate x ~ pg(x) with Langevin dynamics

Xep1 = X —NV,LE(x;0) + /216, e ~N(0,I)

1= 0, Xm0 ~ Po(X)

Hinton, Geoffrey E. Training products of experts by minimizing contrastive divergence. Neural Computing, 2002.



Training EBMs

Maximum Likelihood Estimation of @:

“V6Epyara (0108 D0 ()] = Epy, 00 [VoE (6 )] = Epg [V E (x; 0]

Simulate x ~ pg(x) with Langevin dynamics

Xep1 = X —NV,LE(x;0) + /216, e ~N(0,I)

1= 0, Xm0 ~ Po(X)

Simulating MCMC is time-consuming!!!

Hinton, Geoffrey E. Training products of experts by minimizing contrastive divergence. Neural Computing, 2002.



Training EBMs

Minimising Fisher Divergence:

FD(Paata Pe) = IE':pdalm(x) IVx log paata(x) — Vi logpg (x) 14]

Intractable term

This leads to the score-matching loss:

1
SM(pdata» Pe) — [Epdam(x) E ||Vng (x)llz _ TT(V%EQ (x))

Hessian matrix

Hyvarinen et al. Estimation of non-normalized statistical models by score matching. JMLR, 2005.
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Training EBMs

Minimising Fisher Divergence:

FD(Paata Pe) = IE‘:pdalm(x) IVx log paata(x) — Vi logpg (x) 14]

Intractable term

This leads to the score-matching loss:

1
SM (Paatar P0) = Ep o) |5 17F0 (0)I12 = Tr(VEq (1))

Hessian matrix

MCMC-free, BUT require Second-Order Computation

Hyvarinen et al. Estimation of non-normalized statistical models by score matching. JMLR, 2005. 11



In This Work

We propose Energy Discrepancy, a score-independent loss for training EBMs

Given the contrastive potential induced by conditional density g(y|x) as
Ug(y) = —log 2rex q(¥|x) exp(=U(x))

We define the energy discrepancy between p,,+4 and U induced by g as

EDq(Paata U) = Epga o) lUGO] = Ep o 0 Eaixn [Ug (V)]

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurlPS, 2023. 12



In This Work

We propose Energy Discrepancy, a score-independent loss for training EBMs

Given the contrastive potential induced by conditional density g(y|x) as
Ug(y) = —log 2rex q(¥|x) exp(=U(x))

We define the energy discrepancy between p,,+4 and U induced by g as
EDg(Paatar U) = Epyre)[U )] = Epyyra 0 Eqyin) [Ug (V)]

Non-Parametric Estimation Results
U™ = arg{gnin EDq(PaataU) = Paata(x) x exp(—U~(x))

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurlPS, 2023. 13



Connections to Other Methods

Connection to the KL-Contraction Divergence
Denote the convolution operator as

Op(Y) = Lxex 9V 1x)p(x)

The KL-Contraction Divergence constructs a valid objective

KLCy(p1,p2) = KL(p1llp2) — KL(Qp1119P2)

KLCy(p1,p2) = 0and = 0iff p; = py,a.e.



Connections to Other Methods

Connection to the KL-Contraction Divergence

Denote the convolution operator as

Op(Y) = Lxex 9V 1x)p(x)

The KL-Contraction Divergence constructs a valid objective

KLCy(p1,p2) = KL(p1llp2) — KL(Qp1119P2)

KLCy(p1,p2) = 0and = 0iff p; = py,a.e.
Connections to Energy Discrepancy

arglrlnin ED, (Paata U) © argénin KLCg (Paatar Pebm)> Pebm < exp(—U)

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurlPS, 2023.
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Connections to Other Methods

Connection to the Maximum Recovery Likelihood
Denote the posterior popm (x|y) as

Perm (x]y) < exp(—U(x))q(y|x)

The Maximum Recovery Likelihood constructs a valid objective

RLCI (Paata U) = [Epdata(x) [Eq(ylx) [1og Pepm (x|y)]



Connections to Other Methods

Connection to the Maximum Recovery Likelihood

Denote the posterior popm (x|y) as

Perm (x]y) < exp(—U(x))q(y|x)

The Maximum Recovery Likelihood constructs a valid objective

RLCI (Paata U) = Epdata(x) [Eq(ylx) [1og Pepm (x|y)]

Connections to Energy Discrepancy

arglgnin EDq(Paata U) & arglrjnin —RL;(Paata U)



Connections to Other Methods

Connection to the Contrastive Divergence

Assume the conditional density g(y|x) satisfies the detailed balance

q(ylx) exp(—U(x)) = q(x|y) exp(-U())

The Contrastive Divergence constructs a valid objective

CD(Paata, U) = Epyea() [U(x)] — Ep,,. (x) [U(x)]



Connections to Other Methods

Connection to the Contrastive Divergence

Assume the conditional density g(y|x) satisfies the detailed balance

q(y|x) exp(—U(x)) = q(x|y) exp(-U(»))

The Contrastive Divergence constructs a valid objective
CD(paata, U) = Epyea() [U(x)] — Ep, () [U(x)]
Connections to Energy Discrepancy

argmin ED; (Pgaeq, U) <  argmin —CD(pggiq, U)
U U



Energy Discrepancy In Practice

EDq(Paata U) = Ep, a0 lUC)] = Ep a0 Eqrin [Ug (V)]

with the contrastive potential defined as

Ug(y) = —log 2rex q(¥[x) exp(=U(x))
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Energy Discrepancy In Practice

EDq(Paata U) = Ep, a0 lUC)] = Ep a0 Eqrin [Ug (V)]

with the contrastive potential defined as
Ug(y) = —log 2rex q(¥[x) exp(=U(x))

Estimating U, with Importance Sampling

Uy @) = —E,, () |22 exp(~U ()

A simple choice of p,,(x) is an uninformed proposal

— _ a0
py(X) =5 s

py(x) is tractable for some perturbations, e.g., Gaussian, Bernoulli, etc.

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurlPS, 2023.
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Continuous Energy Discrepancy

Let q; be the density involved by the diffusion process
dxt —_ a(xt)dt + th

The energy discrepancy is given by a multi-noise score matching loss
t 1 2
EDg, (Pdaata U) = fo II?:)os(xs) [E ”sz Ug, (xs)” — Tr(vachqS (xs))], ds + const
|

= SM (ps, qu)
2s(y) = [ 4 (y|X)Paaca@)dx, exp(-Uy (1)) = J qs(yIx)exp(~U(x))dx




Continuous Energy Discrepancy

Let q; be the density involved by the diffusion process
dxt —_ a(xt)dt + th

The energy discrepancy is given by a multi-noise score matching loss
t 1 2
EDg, (Pdaata U) = fo II?:)05(965) [E ”sz Ug, (xs)” — Tr(vachqS (xs))], ds + const
|

= SM (ps, qu)
2s(y) = [ 4 (y|X)Paaca@)dx, exp(-Uy (1)) = J qs(yIx)exp(~U(x))dx

If a = 0, energy discrepancy converges to maximum likelihood if t = +oo

1
|EDqt (pdata» U) + Epdata(x) [log Pebm (x)] _ C(t) | < 2_t W% (pdata; pebm)

W(-,-) denotes the Wasserstein distance



Continuous Energy Discrepancy

Connections to score matching and maximum likelihood

pp(x) = pg1(x) + (1 —p)g(x)

Energy Discrepancy under different t
ED,, (pp=0.2r log pp)
Score Matching
1
~Ep 020 IV10gPp=02(x) — Vlogp, (x)1I%]
Maximum Likelihood

]Epp=0.2 (%) [_ log pP (x)]

Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurlPS, 2023.
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Continuous Energy Discrepancy

Learning laten EBMs

E26366IEIEAEEIED

(a) Smiling

266666666 EIEIEIEIE

(c) Eyeglasses (d) Blond Hair
Attribute Manipulate

SEIEIEIEIEIE:

P, (x) | pg(x|2)exp(—Eg(2))dz

Py o (z|x) < py(x|z)exp(—Eg(z))

Unconditional Generation
Tobias, Ou, et al. Energy Discrepancies: A Score-Independent Loss for Energy-Based Models. NeurlPS, 2023. 26



Discrete Energy Discrepancy

Ug(y) = —log 2xex q(¥|x) exp(=U(x))
ED, (Paata U) = IEpdata(x)[U(x)] - Epdata(x)Eq(ylx)[Uq )]

Energy discrepancy is valid in discrete spaces X € {0,1}4

We can define g(y|x) as Bernoulli perturbation

y =x + &mod 2,& ~ Bernoulli(e)?, € € (0,1)



Discrete Energy Discrepancy

Uq(y) = —log 2xex q(yx) exp(=U(x))
EDq(Paatar U) = Ep,q, a0 lU] = Epyy 00 Eqyin [Ug ()]
Energy discrepancy is valid in discrete spaces X € {0,1}4

Applications: training Ising models
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Tobias, Ou, et al. Training Discrete EBMs with Energy Discrepancy. ICML Workshop SODS, 2023.
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Discrete Energy Discrepancy

Ug(y) = —log 2xex q(¥|x) exp(=U(x))
EDg(PaataU) = Ep ., lUC)] = Ep a0 Eqyin [Ug (V)]

Energy discrepancy is valid in discrete spaces X € {0,1}4

Applications: density estimation

25p1rals 8gaussians cncles moons plnwheel sw1ssr011 checkerboard

%‘*ﬁ (’

Tobias, Ou, et al. Training Discrete EBMs with Energy Discrepancy. ICML Workshop SODS, 2023.

.
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Discrete Energy Discrepancy

Ug(y) = —log 2xex q(¥|x) exp(=U(x))
EDg(PaataU) = Ep ., lUC)] = Ep a0 Eqyin [Ug (V)]

Energy discrepancy is valid in discrete spaces X € {0,1}4

Applications: ego-graph generation

Tobias, Ou, et al. Training Discrete EBMs with Energy Discrepancy. ICML Workshop SODS, 2023.

30



Thank you!

Questions? Ask now, or email:
z.ou22@imperial.ac.uk

Thanks to my awesome collaborators:

~

w7

Tobias Schroder Jen Ning Lim Yingzhen Li Sebastian Vollmer Andrew Duncan
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